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Abstract - Segmenting the customers intelligently on the web is required to offer more personalized products and services to them. The customers are grouped according to similar characteristics in their transactional data to form segments.. Distance-based clustering algorithms were used traditionally that purely depends on the goodness of the inputs. One of the direct grouping methods, Iterative Merge (IM) is used to merge different groups based on greedy approach to find best pair of customer groups. In this project, segmenting the customers is done based on their transactional data. To provide best approach to personalization, customer segments are optimized by using Particle Swarm Optimization for Variable Weighting (PSOVW) technique. PSOVW is an effective subspace clustering algorithm to optimize the clusters. It uses two key components namely the criterion function and Jaccard coefficient for optimization. Criterion function captures the subspace structure of high-dimensional data. Jaccard coefficient is used to measure the similarity among the documents in the cluster.
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I. INTRODUCTION
Customer segmentation, such as customer grouping by the level of family income, education, or any other demographic variable, is considered as one of the standard techniques used by marketers for a long time. Its popularity comes from the fact that segmented models usually outperform aggregated models of customer behaviour. More recently, there has been much interest in the marketing and data   for recommending and delivering personalized products and services to the customers [2]. Depending on which effect dominates the other, it is possible that models of individual customers dominate the segmented or aggregated models, and vice versa. A typical approach to customer segmentation is a distance-measure based approach where a certain proximity or similarity measure is used to cluster customers. The statistics-based approach, a subclass of the distance-measure-based approaches to segmentation that computes the set of summary statistics from customer’s demographic and transactional data  [4], [6], such as the average time it takes the customer to browse the Web page describing a product, maximal and minimal times taken to buy an online product, recency, frequency, and monetary (RFM values) statistics, and so forth. These customer summary statistics constitute statistical reductions of the customer transactional data across the transactional variables. They are typically used for clustering in the statistics-based approach instead of the raw transactional data since the unit of analysis in forming customer segments is the customer, not his or her individual transactions. After such statistics are computed for each customer, the customer base is then partitioned into customer segments by using various clustering methods on the space of the computed statistics [4]. In this paper, we present an alternative direct grouping segmentation approach that partitions the customers into a set of mutually exclusive and collectively exhaustive segments not based on computed statistics and particular clustering algorithms, but in terms of directly combining transactional data of several customers, such as Web browsing and purchasing activities, and building a single model of customer behaviour on this combined data. This is a more direct approach to customer segmentation because it directly groups customer data and builds a single model on this data, thus avoiding the pitfalls of the statistics-based approach, which selects arbitrary statistics and groups customers based on these statistics. We also discuss how to partition the customer base into an optimal set of segments using the direct grouping approach, where optimality is defined in terms of a fitness function of a model learned from the customer segment’s data. 

II.PROBLEM FORMULATION

 Optimal segmentation of a customer base defines segmenting it into a set of mutually exclusive and collectively exhaustive sets. Let C be the customer base consisting of N customers, each customer Ci  is defined by the set of m demographic attributes A = {A1,A2,.....,Am},ki transactions Trans(Ci)={TRi1,TRi2, . . . . ,TRiki} performed by customer Ci, and h summary statistics     Si = {Si1, Si2,.....,Sih} computed from the transactional data Trans(Ci). Each transaction TRij is defined by a set of transactional attributes T = {T1,T2,.......,Tp}. The number of transactions ki per customer Ci varies. Finally, we combine the demo-graphic attributes {Ai1, Ai2,.....,Aim} of customer Ci and his/her set of transactions {TRi1, Tri2,......,TRiki} into the complete set of customers’ data TA(Ci) ={Ai1, Ai2,.....,Aim, TRi1,TRi2,....,TRiki } which constitutes a unit of analysis in this work.  As an example, assume that customer Ci can be defined by attributes A = {Name, Age, Income, and other demographic attributes}, and by the set of purchasing transactions Trans(Ci) she made at a website, where each transaction is defined by such transactional attributes T as an item being purchased, when it was purchased, and the price of the item. Summary statistics  Si = {Si1,Si2 , . . ., Sih}for customer Ci is a vector in an h-dimensional Euclidean space, where each statistics Sij is computed from the transactions Trans(Ci)={TRi1, TRi2,... ,TRiki} of customer Ci using various statistical aggregation and moment functions, such as mean, average, maximum, minimum, variance, and other statistical functions. For instance, in our previous example, a summary statistics vector Si can be computed across all of the customer Ci’s purchasing sessions and can include such statistics as the average amount of purchases per a web session, the average number of items bought, and the average time spent per online purchase session. This means, among other things, that each customer Ci has a unique summary statistics vector Si and that a customer is represented with a unique point in the Euclidean space of summary statistics.The performance can be measured using some fitness function 'f' mapping the data of this group of customers into reals,    Y = f(X1,X2,.....,Xp) where dependent variable Y constitutes one of the transactional attributes Tj and independent variables X1,X2,.....,Xp are all the transactional and demographic variables, except variable Tj , i.e., they form the set T U A - Tj. The fitness function can be quite complex in general, as it represents the predictive power of any model trained on all customer data. 

III. TYPES OF CUSTOMER SEGMENTATION
A.. Statistics based:

This traditional customer segmentation approach groups customers by first computing some statistics      Si = {Si1, Si2, . . ., Sih} for customer Ci from that customer’s demographic and transactional data, considers these statistics as unique points in an h-dimensional space, groups customers into segments by applying various clustering algorithms. This method constitutes a subset of the distance measure based segmentation approach.
B. One-to-one:


The basis for one-to-one approach is that each individual customer exhibits idiosyncratic behaviour and that the best predictive models of customer behaviour are learned from the data pertaining only to a particular customer. Rather than building customer segments of various sizes, the one-to-one approach builds customer segments of size 1, which is just the customer him/herself. 

C. Direct grouping: 

Unlike the traditional statistics based approach to segmentation, the direct grouping approach directly groups customer data into segments for a given predictive task via combinatorial partitioning of the customer base (without clustering them into segments using statistics-based or any other distance-based clustering methods). Then, it builds a single predictive model to derive the decisions on how to do the combinatorial partitioning of the customer base. The direct grouping method avoids the pitfalls of the statistics-based approach, which selects and computes an arbitrary set of statistics out of a potentially infinite set of choices. Since segmentation results critically depend on a good choice of these statistics, the statistics-based approach is sensitive to this somewhat arbitrary and highly nontrivial selection process, which the direct grouping approach avoids entirely. The direct grouping approach makes decision on how to group customers into segments by directly combining different customers into groups and measuring the overall fitness score as a linear combination of fitness scores of individual segments. There are three suboptimal grouping methods[7] namely Iterative Growth (IG), Iterative Reduction (IR), and Iterative Merge (IM).
1) IG Algorithm: IG approach that starts from a single customer and grows the segment one customer at a time by adding the “best” and removing the “weakest” customer, if any, at a time until all the non-segmented customers have been examined. More specifically, IG iteratively grows individual customer groups by randomly picking one customer to start a customer group and, then, tries to add one new customer at a time by examining all customers that have not been assigned a group yet. If augmenting a new customer to a group improves the fitness score of the group, then IG examines all existing customers in the group and decides whether or not to exclude  one “weakest” customer member to improve the overall group fitness. As a result, only customers not lowering the performance of the group will be added, and the worst performing customer, if any, will be removed from the group, where performance is defined in terms of the fitness function. 
2) IR algorithm: To address the “critical mass” problem of IG, we propose a top-down IR approach where we start with a single group containing all the customers and eliminate the weakest performing customer one at a time until no more performance improvements are possible. Once IR finishes this customer elimination process, it will form a segment thus out of the remaining customers, group all the eliminated customers together into one residual group, and try to reduce it using the same process.
3) IM Algorithm: 
 In IM Algorithm, rather than adding or removing a single customer’s transactions at a time, IM seeks to merge two existing customer groups at a time. Starting with segments containing individual customers, this method combines two customer segments SegA and SegB when 1) the predictive model based on the combined data performs better and  2) combining SegA with any other existing segments would have resulted in a worse performance than the combination of  both SegA and SegB . IM is greedy because it attempts to find the best pair of customer groups and merge them together resulting in the best merging combination.  
IV. OPTIMIZATION TECHNIQUE

 The PSO method is one of optimization methods developed for searching global optima of a nonlinear function. To improve the quality of segments of high-dimensional customer data, Particle Swarm Optimization (PSO)[8] is used. PSO is an effective subspace clustering algorithms consist of two key components, namely the criterion function and the search algorithm. Criterion function that captures the subspace structure of high-dimensional datasets and a particle swarm optimizer, called PSOVW that minimizes the developed criterion function for feature weighting in subspace clustering.  The variable 
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weighting problem in subspace clustering aims at assigning an optimal variable weight to each dimension of each cluster. The proposed objective function in PSOVW is described as follows,    
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Where k, n, m are the number of clusters, the number of data objects and the number of dimensions, respectively. PSOVW transforms the constrained search space for the variable weighting problem to a redundant closed space with bound constraints which largely facilitates the search process. Moreover, instead of employing local search strategies, it makes full use of a particle swarm optimizer to minimize the given objective function. PSOVW[8] is simple to implement. It has been applied to solve high-dimensional data clustering and has been demonstrated to be less sensitive to the initial cluster centroids and greatly improve the cluster quality. The weighted similarity between two customers can be represented as follows:
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Where w is the weight vector for the corresponding cluster whose centroid is z.

Therefore, the objective function in TCPSO is to maximize the overall similarity in a cluster and it is defined as follows:
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where u is the cluster membership of document x.
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Fig.1
Fig. 1 shows the distribution of segment sizes generated by IM and optimized with PSO for the high-volume customer data sets.
IV CONCLUSION

The problem of optimal partitioning of customer bases will be examined to build better customer profiles by direct grouping approach. In order to improve the clustering quality of high dimensional data, PSOVW will be used. The effectiveness of segmentation strategies not only in terms of predictive performance but also in terms of standard marketing and economic oriented performance measures will be tested. 
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