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Abstract
      The new results for the throughput of input-buffered switches are established in this project. It was earlier shown that any maximal size matching algorithm with speedup of 2 achieves 100% throughput. The Maximum Node Containing Matching (MNCM) is a new class of matching algorithms that achieve 100% throughput with no speedup. The MNCM policies only need to include ports whose weight (backlog) are above a threshold in the matching rather than finding a matching with maximum total weight. This simplified requirement enables to introduce a new matching algorithm, Maximum First Matching (MFM) with O (N2.5) complexity. MFM is the lowest complexity deterministic algorithm with good delay performance that delivers 100% throughput. Besides throughput, average delay is the other key performance metric for the input-buffered schedulers.

Index Terms – Input-buffered switches, backlog, schedulers.

I. INTRODUCTION

Due to the progress in optical transmission technology and increase in Internet traffic, very fast switching technology is necessary for internet core and edge switches and routers. Among different switch fabric architectures, input-buffered switches are one of the most popular architectures for the high-speed data networks. One of the main issues with input-buffered switched is scheduling. 

A. OBJECTIVE

The Maximum Node Containing Matching (MNCM) is a new class of matching algorithms. MNCM need to include ports whose weight are above a threshold in the matching instead of finding a matching with maximum total weight. MNCM consists of three algorithms.  

 1. Longest Port First (LPF)
 2. Maximum Node Matching (MNM)

 3. Maximum First Matching (MFM)

Longest Port First (LPF)
      It is a node (port) weight matching algorithm, where weight of a node is the no. of backlogged cells of that node.
Maximum Node Matching (MNM) 
      It is also node (port) weight matching algorithm, where weights are amount of service that scheduler owes 
every link, according to the reserved rate of that port.
Maximum First Matching (MFM)
      It replaces maximum weighted matching computation with two parallel maximum size matching computations.MFM algorithm is proposed based on its complexity and delay performance.
B.OVERVIEW

There are three or four major elements in input-buffered switch fabric architecture. The first element is the input buffer that is used to buffer the incoming cells or packets. The second element is the switching block which is a cross-bar that connects input ports to the output port. Note that at any time every input can be connected to only one output port and vice versa. The third element is the scheduler that determines which input port to get connected to which output port and configures the cross-bar accordingly. The fourth element is output buffers. Buffering at the output ports is only required if switch fabric has speedup and works at higher rate than the input and output lines.
One of the main reasons behind the popularity of the input buffered architecture is that it has the least memory speed requirement. This is especially true when input-buffered switches have no speed-up, because in this case the access rate to cross-bar and memories is equal to the line rate. When contention happens, the crossbar scheduler determines which cells will be forwarded and which ones will stay in their input buffers. If an input-buffered architecture with speed-up k, then the switch fabric memories and cross-bars should work k times faster than the line rate.

The first challenge of input-buffered switches is their throughput performance. It is a well known fact that due to head of line (HOL) blocking, throughput of input buffered switches for i.i.d Bernoulli arrival pattern is limited to 58.6%. Virtual Output Queueing (VOQ) can eliminate this problem by maintaining a separate queue for each output in every input. The main challenge is to develop and design low complexity scheduling algorithms that can achieve 100% or at least reasonably high throughput.

II. ALGORITHMS

Maximum size matching algorithm offers the maximum instantaneous throughput, in other words, forwards a maximum number of cells in any cell-time. Moreover, a maximum size matching algorithm is not too complex to implement. Most practical algorithms that are fast and simple to implement in hardware approximate a maximum size matching algorithm.

A maximum size matching algorithm is known to perform poorly when traffic is not uniform. In reality, of course, traffic is not uniform. When traffic is nonuniform, the occupancies of the input queues can differ greatly. Queues with heavy traffic can overflow while ones with light traffic are empty most of the time. This is not only undesirable but leads to low throughput. A maximum size matching algorithm cannot prevent queue overflow because it does not consider queue lengths when servicing the input queues. 

       In earlier work, overcame this problem with a new algorithm: the longest queue first (LQF). LQF gives preferential service to long queues by using a maximum weight matching algorithm with each weight set to the corresponding queue length. LQF can achieve 100% throughput for both uniform and non-uniform traffic. But LQF is not a practical algorithm; it is very hard to implement in hardware and cannot operate at high speed. So are its approximations they involve many multiple-bit comparators, which limit the speed of the algorithm.

      Among choices of maximum size matches of equal size, choose one that has the largest total weight, where each weight is a function of queue lengths. This would allow us to take advantage of both the high instantaneous throughput of a maximum size matching algorithm and the ability to prevent queues from overflow of a maximum weight matching algorithm. Longest Port First (LPF) provides a simple mechanism to select such a match. 

III. EXISTING SYSTEM

Longest Queue First (LQF) is a Maximum Weight Matching algorithm.  It achieves 100% throughput for both uniform and non-uniform traffic.  It is very difficult to implement in hardware at high speed. It takes too long to run.  The complexity is O (N3).To overcome the drawbacks of LQF, Longest Port First (LPF) was proposed. It achieves 100% throughput for both uniform and non-uniform traffic. The complexity of LPF is also O (N3). Dai and Prabhakar proved that any maximal size matching algorithm with a speed of up to 2 achieves 100% throughput. Maximal size matching algorithms are less complex than the maximum size and maximum weight matching algorithms. It is more appropriate for implementation in high speed switches.

IV. PROPOSED SYSTEM

      Maximum Node Containing Matching (MNCM) algorithms achieves 100% throughput with no speedup. Maximum First Matching (MFM) algorithm is in the MNCM and has 100% throughput. MFM employs new weighted matching algorithm with O(N2.5) complexity. Arrival process assumption is satisfy the strong law of large numbers (SLLN) and is admissible. i.e. the aggregate arrival rate of every port is less than its capacity. MFM replaces the maximum weighted matching computation with two parallel maximum size matching computations.

      MFM algorithm used for generating MNCM matchings. A maximal size matching algorithm m belongs to MNCM class if and only if m contains all nodes with maximum weight. In MFM algorithm, maximum weighted matching algorithm is converted to a limited number of maximum size matching algorithms.  In this way, Hopcroft and Karp algorithm is used to obtain a simple maximum size matching in each step, and reduce the complexity of the algorithm. Since MFM contains all nodes with maximum weight it is MNCM and is therefore efficient.

MFM algorithm 

Step 1: Find the maximum weight f(B(n)) and mark all nodes whose weight are greater than ((1 – 1/N) f(B(n)) , f(B(n))).    O (N). 
Step 2: Find a matching M1 that contains the input marked nodes and matching M2 contains output marked nodes. These two matchings found in parallel. O (N2.5).

Step 3: Combine M1 and M2 to get merged matching M3 containing all critical nodes in M1 U M2.O(N).

Step 4 : Perform sorted maximal size matching algorithm on the rest of nodes not in M3 to obtain M4. M3 U M4 is the desired MFM matching. O (N2). 
V. ARCHITECTURAL DESIGN
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Fig .1. Modular architecture for VOQ simulator
      VOQ scheduling algorithms are used in VOQ switches to configure switching fabric for packet (cell) transferring and to achieve high throughput and low delay. Because of that scheduling algorithms essentially dedicate VOQ switch performances and simulation tool for performance analysis of VOQ switches depending on scheduling algorithm for different traffic conditions, switch and buffer sizes presents first step and base for further researching.

      This simulator software is created in a time slot manner. The whole system progresses one slot time (ATM cell) at a time. For offered simulation load in every time slot system checks for new arrivals of cells to the inputs and decides which cells will be forwarded from inputs to outputs through switching fabric. Simulator has a modular architecture. Every module has different functionality. 

The functionality blocks are:  

1. Traffic model          
2. Queueing policy      
3. Switching fabric 
4. Scheduling algorithm

Traffic source generates the input to the switch. It generates a stream of cells which satisfies certain conditions. For example, i.i.d Bernoulli traffic with destination uniformly distributed over all output ports. In the queueing policy, each input of the switch maintains a separate FIFO for each output port, i.e. supports virtual output queueing. When a cell arrives at the switch, which determines the input queue to place the cell in.

The switching fabric is used for the input and output ports interconnection. The crossbar is a switching fabric which is modeled in this tool because it is one of the most used fabrics for high performance switches. The switching fabric may use a specific scheduling algorithm to decide which cells to transfer in the next cell time. This is particularly important for VOQ input-buffered switches. Scheduling algorithm used to decide which cells to transfer in the next cell time.
The scheduling problem can be viewed as a bipartite graph matching problem. There are two set of nodes corresponding to the input and output ports. There is a link between two nodes if there is buffered cell for that connection. The scheduling algorithm finds a matching in the given bipartite graph.

Maximum matching in Bipartite graphs

Bipartite graph: Connected undirected graph such that

1. The vertices of G are partitioned into two sets X and Y.

2. Every edge of G has one end point in X and the other in Y.

Matching M in G is a set of edges that have no end points in common. 

Maximum Bipartite Matching Problem: Find a matching with the greatest    number of edges (over all matchings).

Fig .2.BipartiteGraph
Fig .3. Maximum Bipartite matching

      In this project, Hopcroft-Karp algorithm is used to implement the Maximum Size Matching algorithm.

Hopcroft-Karp algorithm

    The Hopcroft–Karp algorithm is an algorithm that takes as input a bipartite graph and produces as output a maximum cardinality matching – a set of as many edges as possible with the property that no two edges share an endpoint. This algorithm repeatedly increases the size of a partial matching by finding augmenting paths. However, instead of finding just a single augmenting path per iteration, the algorithm finds a maximal set of shortest augmenting paths.

VI. RESULT

      The following graph shows the average delay vs. throughput performance for Maximum Size Matching algorithm, Maximum First Matching algorithm and Longest Queue First algorithms.
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Fig .4. Average Delay vs. Throughput for different matching algorithms

VII. CONCLUSION

      Growth in traffic and congestion indicate a need for new high-bandwidth switches and routers. High throughput in input-buffered switches can be achieved by employing virtual output queueing (VOQ) and a centralized scheduling algorithm. It is shown that to achieve 100% throughput it suffices to include only nodes with maximum weight in the matching. This fact can lead us to development of less complex and more efficient scheduling algorithms for input-buffered switches. If an input-queued switch maintains a separate FIFO queue for each output at each input, then a throughput of 100% can be achieved for independent arrivals. The Maximum Size Matching and Maximum Weight Matching scheduling algorithms are efficient and practical, and can achieve 100% throughput for all non-uniform traffic with independent arrivals. One particular matching algorithm, MFM belongs to the MNCM set and has O (N2.5) complexity.
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