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Abstract

With the existence of semantic gap between the machine-readable low level features (e.g. visual features in terms of colors and textures) and high level human concepts, it is inherently hard for the machine to automatically identify and retrieve videos according to their semantics by merely reading pixels and frames. Video data is growing rapidly as a result of the maturing digital technologies that support digital video capture, faster data processing, and large storage. However, semi-automatic content extraction and annotation, scalable indexing model, and effective retrieval and browsing, still pose the most challenging problems for maximizing the usage of large video databases. In this project, it is proposed for the findings from a comprehensive work that proposes a scalable and extensible content based video retrieval system with two major contributions such as video indexing and retrieval. The first contribution is video indexing model that segmentation of videos with the use of CAI model. This indexing model is scalable and extensible as it enables gradual index construction. The second contribution is the unique search strategy for effective video retrieval. This iterative indexing and retrieval process will contribute to the bridging of the semantic gap delivers excellent performance for content-based video retrieval in terms of efficiency and effectiveness.
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1.0. INTRODUCTION
The goal of this paper is to present a framework that incorporates various aspects of an intelligent surveillance system – object tracking, video segmentation and indexing, and human-centered automatic semantic retrieval of events, with the main focus on event retrieval.

In our previous work (Chen et al., 2003), we proposed an object segmentation and tracking algorithm for surveillance videos, from which object-level information such as the bounding boxes and the centroids can be obtained and stored in the database for future queries. For indexing purposes, videos can be segmented into shots. However, surveillance videos are composed of monotonously running frames. It is not feasible to apply existing shot detection methods, which can only detect shot boundaries by sharp scene changes such as in movies or sports videos. In L. Chen’s CAI (Common Appearance Interval) model (Chen and Özsu, 2002), a video segmentation concept – Common Appearance Interval (CAI) is proposed, which has some flavor of a video shot in a movie. According to this concept, each video segment is endowed with some ‘‘semantic” meaning in terms of temporality and spatial relations. This concept is adopted in the proposed framework for surveillance video segmentation.

After trajectory tracking and segmentation, the event retrieval is performed. In the surveillance videos captured by security cameras, there is usually a large number of moving (e.g. a human) and static objects. To recognize 
events from them, we need to analyze the interactions among these objects. Du et al. (2006) proposed a Bayesian Network based approach to recognize interactions. In (Oliver et al., 2000; Brewer et al., 2006), the Coupled Hidden Markov Model (CHMM) is used for modeling human object interactions. The work in (Oliver et al., 2000; Brewer et al., 2006) analyzes the relative positions of two people in the video and models such macro interactions as two people ‘‘approach and meet”. 
In our proposed framework, we will use a Coupled Hidden Markov Model (CHMM) to model interactions among objects in the video and to recognize normal and abnormal behaviors. For this purpose, the CHMM in the proposed work can model both macro and micro interactions between two people such as two people fighting. Different from other related work, the proposed work targets at events that have peculiar semantic meanings (e.g., ‘‘fighting”), which the users of the retrieval system are interested in. Therefore, only differentiating macro human interactions such as ‘‘meet and split”, ‘‘meet and walk together”, or ‘‘approach and meet” is not sufficient to meet the user’s needs. In this paper, we further model the detailed spatiotemporal interactions (i.e., micro interactions) between two objects such as fighting. This will allow us to separate fighting from handshaking. 
The proposed framework strives to meet the huge challenge of managing and retrieving video sequences according to their semantic meanings. This is challenging due to the fact that a machine does not have the equal ability in deducing semantic concepts from low level features as a human does. Such low level features can be as simple as pixel intensities of video frames, or more advanced ones such as textures of video frames. CHMM is a supervised statistical machine learning algorithm. By analyzing only the low level features, no matter how sophisticated the algorithm is, there is still a ‘‘semantic gap”, which is a gap between the low level features and high level human concepts. Therefore, a human needs to provide some guidance to the learning algorithm (i.e. to teach the system). As in traditional machine learning, CHMM can accomplish this through constructing training set from the expert’s prior knowledge. However, semantic video retrieval is different from a traditional data mining task. It is difficult to obtain a proper training set for each ‘‘relevant” class before the query, due to the scarcity of ‘‘relevant” samples and the uncertainty of users’ interest. This is especially true in large video databases, where multiple ‘‘relevant” and ‘‘irrelevant” classes exist according to the different interests of different users (Nakazato et al., 2003), and the data in each ‘‘relevant’ class may only constitute a very small portion of the entire database. However, without further information, it is uncertain what the user is really looking for it is not clear if the user is more interested in the macro interactions of the two objects or their micro interactions. On the other hand, if the user is interested in ‘‘fighting” scenes, then ‘‘fight and chase”, ‘‘fight and run”, ‘‘fight and fall down” are all relevant. Therefore, we need a customized search engine that can provide retrieval results according to individual users’ preferences.
 To solve this problem, we adopt a technique called ‘‘Relevance Feedback” (Rui et al., 1997) in the proposed semantic retrieval framework. When the framework returns the initial query results to the user according to some heuristics, the user can provide feedbacks. The learning algorithm then gathers training samples and learns from these feedbacks, and returns the refined results to the user. This process goes through several iterations until the user is satisfied with the results. The role of ‘‘Relevance Feedback” in the proposed framework is therefore two-fold: (1) to reduce the ‘‘semantic gap” by guiding the system and (2) to progressively gather training samples and customize the learning and retrieval process. 

The major contribution of the proposed work lies in: (1) an integrated video retrieval system is proposed which incorporates all aspects of an intelligent indoor surveillance video retrieval system –  starting from the preprocessing phase i.e., object segmentation and tracking with the ultimate goal being learning and retrieval abnormal behavior in the videos. (2) Relevance Feedback is used in the whole learning and retrieval process to provide training data, acquire knowledge through user feedback, and guide the retrieval process. 

2. Video Segmentation And Object Tracking
2.1. Video Segmentation
In a surveillance video database where a large amount of raw data is stored, it is essential to provide an efficient indexing schema for fast access. If the raw video clip is stored as it is, sequential browsing is inevitable when one wants to search for a segment of video sequence from the clip. A natural solution is to perform video segmentation and store the video segments as well as their meta-data in the database, which can be accessed by the query 
scheme in a more convenient and speedy way. As we stated in Section 1, common shot detection techniques cannot be applied to surveillance videos since these videos do not have changing backgrounds or clear-cut boundaries between different scenes. In Chen’s CAI model (Chen and Özsu, 2002), a concept called Common Appearance Interval (CAI) is defined to model an interval where a certain set of objects appear in the frame together. We incorporate this concept into our framework. 

Fig. 1 illustrates the video segmentation schema used in the proposed framework. Videos are segmented into CAIs that are represented by the directed edges in Fig. 1. The two nodes connected by edges represent the starting and the ending frame of a CAI. An example of starting and ending frames is shown for CAI2. The objects (i.e. human) are outlined by colored bounding boxes. When the object outlined by the yellow bounding box enters the scene, it signifies the ending of CAI2 and the starting of CAI3. 
2.2. Automatic Object Tracking
With the segmented surveillance videos stored in the database, the next step is to perform object tracking on these videos. The propose work we use our previous work (Chen et al., 2003) to perform automatic tracking, in which an unsupervised segmentation method called the Simultaneous Partition and Class Parameter Estimation (SPCPE) algorithm, coupled with a background learning and subtraction method is used to identify the objects in a video sequence. The technique of background learning and subtraction is used to enhance the basic SPCPE algorithm in order to better identify objects in surveillance videos. With this algorithm, we can obtain blobs of objects in each frame. We can further acquire the Minimal Bounding Boxes of the objects as well as the coordinates of each object blob’s centroid, which are then used for tracking the positions of objects across video frames.
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Fig. 1. Video segmentation with CAIs.
With this framework, lots of spatiotemporal data is generated such as trajectories of moving objects. This provides a basis for video event mining and retrieval. 
3. Event Modeling
Various properties of objects along their trajectories can be extracted to build the models for specific event types. In this study, a spatiotemporal model is built for detecting abnormal behaviors in indoor surveillance videos. In the experiment, we used CAVIAR videos  (CAVIAR: http: //homepages.inf.ed. ac.uk/rbf/CAVIAR) taken in the lobby of a building in France and the videos we took in the lobby of Campbell Hall of the University of Alabama at Birmingham (UAB). 

After the video segmentation and object tracking, the spatiotemporal information of moving and static objects is obtained. In each CAI (Common Appearance Interval), pairs of object trajectories are studied, which will be referred to as Sequence Pair (SP) in this paper. It is observed that abnormal human interactions often involve the behavior of at least two people. By analyzing each SP, the events involve multiple people can also be detected. Therefore, the targets of learning are the interactive behavioral patterns of the two objects’ trajectories in a SP. The focus of this study is on the interactions among people appearing in the video. For this purpose, some features of human behaviors are extracted from pairs of human trajectories. There are a lot of existing work on object tracking and interaction modeling (Sato and Aggarwal, 2004; Shi et al., 2006; Han et al., 2004; Efros et al., 2003). The emphasis is on improving the retrieval accuracy through RF. Therefore, event modeling in the proposed work is not as sophisticated as those used in the above mentioned work. The goal is to test that, based on the same event model, whether the proposed learning and retrieval system can effectively learn users’ intent and improve the retrieval accuracy.

Normal human interactions include primitive ones such as ‘‘meet”, ‘‘follow”, and ‘‘walk together”. Complex ones such as ‘‘meet and split” and ‘‘follow and reach and walk together” are usually composed of primitive interactions. For these macro human interactions, three properties are extracted: (1) dist – distances between two objects in the SP; (2) h – degree of alignment of two objects, i.e., the signed angle between the motion vectors of two objects (illustrated in Fig. 2; ~ M1 and ~ M2 are the motion vectors of two objects at time t); (3) vdiff – change of velocities of the two objects between two consecutive frames. In order to detect abnormal human interactions, another factor that needs to be taken into consideration is the magnitude of motion change of each object. This can be analyzed by the Optical Flow i.e., the pixel motions in the bounding boxes of objects. The basic idea is to find out the differences between one point in the current frame and the corresponding point it moves to in the next frame. Optical Flow can be used to describe the velocity and the direction of the motions in bounding boxes. As mentioned in Section 1, to use Relevance Feedback, some heuristics need to be established in order to process the initial query. We observe that most of the human interactions in the testing videos are normal such as two people meet with each other and talk. Some abnormal behaviors include two people ‘‘meeting and fighting” with each other or ‘‘robbing and chasing”. For these abnormal human interactions, we build a heuristic model based on the observation that the sudden change of velocity and direction, the short distances between two objects, and the sharp change of motion energy may signify an abnormal human interaction. Therefore, at time t, the property vector of an object (human) can be represented as at = [vdifft, ht, 1/distt Mt]. A series of such vectors a = [a1. . . an] represent the entire trajectory of an object in a SP. Each SP is therefore composed of two object sequences represented by the two series of property vectors: a = [a1, . . . ,an] and b=[b1,…,bn].
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 Fig. 2. The degree of alignment
Although ‘‘meeting and fighting” and ‘‘robbing and chasing” are two different events, they belong to the same category. Both of them involve intense motion change when two objects are close. The difference is that ‘‘meeting and fighting” involve two people walk toward each other in normal speed and then are both engaged in the dramatic motion change i.e., ‘‘fighting”. However, ‘‘robbing and chasing” involve one person’s dramatic motion change i.e., ‘‘suddenly run toward another person and quickly grab that person’s belongings” then both persons intense motion change i.e., ‘‘run fast toward the same direction.” Therefore, the same event model can be applied to both events. The  proposed retrieval system can gradually learns the intent of the user through RF.

4. Event Learning And Retrieval
4.1. Coupled Hidden Markov Model

Hidden Markov Model (HMM) is a stochastic model that characterizes real-world signals. It is known for its ability to model processes that have structure in time since it automatically performs dynamic time warping. The HMM considers a system as being in one of the limited distinct states at any time. These states are connected by the transitions with the associated probabilities. These transitions convey a clear Bayesian semantics. 

It is common that a real-world signal has multiple channels. In our application, if we model the trajectory of an object with the four-variant (at = [vdifft, ht, 1/distt, Mt]) sequence, each sequence (process) then has four channels. HMM can accommodate this by formulating multivariate p.d.f’s on the outputs. However, this cannot meet our need for modeling multiple processes, since interactions between two people involve two multivariate processes. Therefore, the classic HMM structure is not suitable for this application. An extension of HMM – Coupled Hidden Markov Model (CHMM) (Brand, 1996), which has compositional states, is seemingly a better choice. 

Fig. 3 shows the tree structure of a CHMM rolled out in time. A CHMM is appropriate for processes that influence each other asymmetrically and possibly causally. We use a two-chain CHMM for modeling the interactions between pairs of people in the surveillance video. The posterior of a two-chain CHMM is given below: 
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 where Si, S1i, Oi and O1i are the ith state  variables and observation outputs on the two chains of the CHMM. l is the length of the observation and thus the length of the state variable sequence. Brand (1996) solved this problem by N-head dynamic programming. For a two-chain CHMM, the associated dynamic programming problem is in principle O (MN4). However, by relaxing the assumption that every transition must be visited, Brand’s algorithm (Brand, 1996) is shown to be O (4MN2).
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Fig. 3. CHMM rolled out in time.
When modeling the human interactions in our application, we have each chain model the behavior of one person. The influences of each person to the other are reflected in the cross transitions between two chains. Therefore, both the individual behaviors and the interactions between two persons are modeled in a single system. 
4.2. Interactive Event Learning And Retrieval
Prior to the learning and retrieval, pairs of human trajectories are collected. The trajectories are time series data in that their values change over time. The analysis of time series data shall not only focus on each individual data point separately but also look into the continuity within such kind of data. In time series models, there is a commonly used method called sliding window, which slides over the whole set of time series data to extract consecutive yet overlapped data sequences i.e. windows. This idea is also adopted in this framework. 
In the initial query, the user specifies an event of interest as the query target. The ultimate goal is to retrieve those video sequences that contain similar events. At this point, no relevance feedback information is provided by the user. Therefore, no training sample set is available to learn the pattern of user interested events. In order to provide an initial set of video sequences for the user to provide relevance feedback, for each object trajectory segment in the database, we calculate its relevance (or similarity score) to the target query event according to some event-specific search heuristics. Suppose in one CAI, there are nTrajectory Pairs (TPs) and mSequence Pairs (SPs) of length lextracted from each TP by window sliding, with l being the window size. In the initial retrieval for ‘‘fighting” events, for each SP, at each time point there are two corresponding feature vectors at,a1t. The relevance score of an SP is thus max(score(at,a1t)). <vdifft,vdiff1t> are the velocity changes and <Mt,M1t> are the two object motion energies in that SP at time t, respectively. The degree of alignment, i.e., ht is not used in this computation since it mainly models interactions, which cannot be directly combined with individual behavioral features such as velocity changes. However, this feature will be used in CHMM as a separate channel for each interacting process. The retrieval results are returned in the descending order of each SP’s relevance score. It is assumed that a big velocity change, a drastic change of motion, and a short distance between two people are indications for possible abnormal interactions such as fighting.
 After the initial query, a certain number of SPs are presented to the user in the form of video sequences. In our experiment, the top 20 video sequences are returned for the user’s feedback. The user identifies a returned sequence as ‘‘relevant” if it contains the event of his/her interest, or ‘irrelevant’ if otherwise. With this information at hand, a set of training samples can be collected. Each training sample is in the form of <[a1,a2 ,…,al], [a11,a12 ,…,a1l]>.   The ai’s and a1i’s are the feature vectors of two objects at consecutive time points. These training samples are then fed into the learning algorithm, which learns the best parameters for the CHMM. In the following iterations, these parameters are further refined with new training samples collected from users’ feedbacks. In this iterative process, the user’s query interest is obtained as user feedbacks and transferred to the learning algorithm, and the refined results are returned to the user for the subsequent run of the retrieval feedback. It is shown in our experiment that, with this interactive learning technique, the retrieval results can be improved iteratively.
5. Conclusions And Future Work
In this paper, a human-centered semantic video retrieval platform is proposed. Given a set of raw videos, the semantic objects are tracked and the corresponding trajectories are modeled and stored in the database. Some spatiotemporal event models are then constructed. The goal is to automatically detect and retrieve abnormal human interactions in indoor surveillance videos. For the learning and retrieval, the Couple Hidden Markov Model (CHMM) is adapted to fit the specific needs of event identification and retrieval for indoor surveillance video data. The platform shows its effectiveness as demonstrated by our experimental results on two set of indoor surveillance videos. In the learning and retrieval phase, with the top returned video sequences in each iteration, the user provides feedback to the relevance of each video sequence. The learning algorithm then refines the retrieval results with the user’s feedbacks. This platform successfully incorporates the Relevance

Feedback technique in retrieving events from video data, which is a well studied topic in Content-based Image Retrieval but needs significant extensions (e.g. the modeling and incorporation of spatiotemporal characteristics) when applied to video data retrieval. 

In the future work, more general event models will be constructed and tested with the proposed platform. More videos containing other types of events will be collected to test the framework. With users’ feedbacks stored in the database log, we will also equip the system with the ability for long-term learning. In this way, future queries can benefit from the knowledge gathered from previous queries.
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