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Abstract:


With the tremendous growth of information available to end users through the Web, search engines come to play ever a more critical role. The ranking is provided by search engine logic which includes the structure of the underlying ontology and of web page to be ranked to compute the corresponding relevance score.  The effective ranking is provided by re-ranking the results of page rank algorithm which is  based on the ontology of the web page by user feedback. The user feedback is obtained by number of hits done by the users on web pages. 

Keywords: Semantic Web, Semantic association, ontology, RDF, Semantic Metadata

1. Introduction:

            Today, search engines constitute the most helpful tools for organizing information and   extracting knowledge from the Web. However, it is not uncommon that even the most renowned search engines return result sets including many pages that are definitely useless for the user. This is mainly due to the fact that the very basic relevance criterions underlying their information retrieval strategies rely on the presence of query keywords within the returned page pages. Due to the nature and the maturity of the underlying statistical techniques, they are more robust and scale to the size of the Web, as opposed to semantic technologies. For restricted domains which can be formalized using ontologies, there is nevertheless hope that semantic technologies can be put into work to allow  for  more  semantics  based  search.   It  is worth observing that statistical algorithms are applied to “tune” the result and, more  importantly, approaches based on the concept of  relevance feedback are used in order to maximize the satisfaction of user’s needs.  In this paper, we will prove that relations among concepts embedded into semantic annotations can be effectively exploited to define a ranking strategy for Semantic Web search engines. This sort of ranking behaves at an inner level (that is, it exploits more precise information that can be made available within a Web page) and can be used in conjunction with other established ranking strategies to further improve the accuracy of query results. With respect to other ranking strategies for the Semantic Web, our approach only relies on the knowledge of the user query, the Web pages to be ranked, and the underlying ontology. Thus, it allows us to effectively manage the search space and to reduce the complexity associated with the ranking task.
2. Related Work :

Relation based ranking was first provided by the T.Priebe, C.Schlager and G.Pernul , “A Search Engine for RDF Metadata” (2004)  in their work .They define similarity score measuring the distance between the systematic descriptions of both query and retrieved resources. This is applied on each property individually and requires exploring all the Semantic Web instances. Similarity is computed as the ratio between relation instances linking concepts specified in the user query and actual multiplicities of relation instances in the semantic web instances.  The user should specify all the relations of interest. The number of relations largely the exceed the number of concepts so it is has many practical difficulties. A similar method provided by  N.Stojanovic and R.Studer and L.Stojanovic,  “An Approach for the Ranking of Query Results in the Semantic Web” , (2003)  which uses relevance which is measured as reciprocal of ambiguity of the association. In this method also the user has to specify both concepts and relations and ambiguity is measured over each relation instance which is again the same drawback of above. 
The idea by A.Pisharody and H.E. Michel “Search Engine Technique Using Keyword Relations” ,(2005) is ontology based lexical relations like synonyms , antonyms and homonyms between the keywords is used to expand the query relations. The idea is to explore the set of relations that are implicit in the user’s mind. This work is focused for Web and not for Semantic Web. R.Sun, H.Cui, K.Li, M.Y.Kan and T.S.Chua , “Dependency Relation Matching for Answer Selection” , (2005) proposed a similar work which involves the artificial intelligence along with ontology based lexical relations to  address the problem of query answering.  R.Baeza-Yates, L.Calderon-Benavides and C.Gonza'lez-Caro , “The Intention behind Web Queries”, (2006) provided the idea to explore the set of relations that are implicit in the user's mind by using the query logs are used to construct a user profile to be  used to improve the  accuracy of Web Search T.Tran, P.Cimiano, S.Rudolph and R.Studer,  “Ontology-Based Interpretation of Keywords for Semantic Search”, (2007) presented two methodologies for capturing the user's information need by trying to formalized its mental model. They analyze keywords provided during query definition, automatically associate related concepts and exploit the semantic knowledge base to automatically formulate formal queries. A different methodology has been exploited by K.Anyanwu, A.Maduko and A.Sheth “SemRank: Ranking Complex Relation Search Results on the Semantic Web”,  (2004) to rank results based on how much information a user would gain by being informed about the existence of the result itself. To achieve their goal, the authors define two measures , named  “uniqueness” and “discrepancy,” which allow accounting for the specificity or deviation of aparticular result with respect to instances stored in the database. An additional added value of SemRank is that in the computation of the ranking, it exploits a so-called “modulative relevance model” that is capable of taking into account the particular context/purpose in/for which a query has been submitted. The draw back of this methodology is to rank a single page information related to the annotations of all the remaining pages is needed . In order to overcome the drawback of the above  C.Rocha, D.Schwabe and M.P.Aragao,  “A Hybrid Approach for Searching in the Semantic Web”, (2005)  presented a strategy for clustering concepts based on query keywords provided by the user is proposed. A spread activation process is applied to navigate the whole relation set and discover related nodes that could be of interest. This process is only partially automated since it has to be guided by the information an knowledge provided by a domain expert. Y.Li, Y.Wang, and X.Huang  , “A Relation-Based Search Engine in Semantic Web”, (2007)  presented a graph based representation of a web page annotation can be provided, where the concepts and relations are modeled as vertices and weighted edges.  Cuts are done to remove less relevant concepts from the graph. This allows for generation of candidate relation-keyword set  and submitted to the annotated database which reduces significantly the presence of uninteresting pages in the result set. This method does not involve any ranking strategies. Existing ranking strategies can not be applied to it because it is based on the text but ranking should be based on the relations.
3. Graph-Based Formalization

Starting from the ontology defined for a domain, a graph based representation can be designed where OWL classes are mapped into graph vertices and OWL relation properties are mapped into graph edges. Thus, the existing relations between couples of concepts in the domain are depicted by means of connected vertices in the graph. We call it the ontology graph G.
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Architectural Diagram
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 is the set of concepts that can be identified in the ontology, |C|= n is the total number of concepts available,  [image: image2.png]Wni>i}l



 is the set of edges in the graph, and more specifically, [image: image3.png]Jrgsm < n}



is the set of edges between concepts i and j. Since queries are specified by the user by providing a collection of keywords and associated concepts, a single query can be formally expressed as [image: image4.png]


Given a particular query containing a specific set of keywords related to a subset of ontology concepts, it is possible to construct a query subgraph GQ. The query subgraph is an undirected weighted graph derived from G where vertices not belonging to CQ are deleted. Moreover, in the query subgraph, vertices i and j are linked by an edge only if there exists at least one relation between the corresponding concepts in the ontology graph G. By referring to the same notation used for the ontology graph, GQ can be expressed as GQ(CQ,RQ), where 
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is the subset of concepts mentioned in the query,  [image: image6.png]Rg={Rj1<i<nl1<j<nj>i},
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query subgraph is assigned a weight [image: image8.bmp]that corresponds to the number of relations between concepts i and j in the ontology graph. Thus, it is [image: image9.png]



The aim of this paper is to demonstrate that, given an ontology graph G and a query subgraph GQ, it is possible to define a ranking strategy capable of assigning each page including queried concepts a relevance score based on the semantic relations available among concepts within the page itself .The proposed ranking strategy assumes that given a query Q, for each page p, it is possible to build a page subgraph GQ,p using a methodology that is similar to the one used for G and GQ and exploiting the information available in page annotation A. By expressing  page  annotation  A  as  a  graph,  we  have 
A =(AC,AR), where AC and AR are the sets of annotated concepts and relations, respectively. Page subgraph GQ,p contains only those concepts included both in CQ and in page annotation AC.  Concerning graph edges, all the edges [image: image10.png]


 in RQ are maintained, if the related concepts belong to GQ,p. Weights  ŋij specified for RQ are inherited also by edges in GQ,p. However, an additional weight  [image: image11.png]s



 is associated  to each edge to take into account the number of relations actually linking concepts i and j in the selected page According to the notation above, the page subgraph for page p can be defined as [image: image12.png]Gga(Coy Ry p)
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 We have also [image: image15.png]


  where [image: image16.png]



3.1. Relevance and Semantic Relations

Let us pass now at considering how to apply the methodology above for the computation of a page relevance score. We start again by analyzing (now from a formal point of view) the steps followed by a user during the process of query definition. Let us imagine that a user is interested in pages containing three generic keywords k1, k2, and k3 (associated to as many generic concepts c1, c2, and c3).  The user begins query definition by specifying a pair including a keyword and its related concept. Let us assume that he or she starts with k1 and c1. It is reasonable to assume that after specifying keyword k1, the user inserts a second keyword (for example, k2, together with concept c2) expecting either to find pages where k1 and k2 (that is, c1 and c2) are related in some way or to find pages where k1 is linked to some other keywords/concepts that will be specified later. In a similar way, when he or she specifies k3 and c3, he or she would be expecting to further adjust the result set in order to find pages showing also relations between k3 and k1 (not k2 since in the ontology, there is no relation linking c3 with c2).  Let us consider a very trivial example assuming that there exists only two pages p1 and p2 containing all the keywords (and associated concepts) specified by the user. This represents the (initial) result set for the given query. We want to rank those pages in order to present to the user first the page that best fits his or her query. Since we cannot assume which could be the concepts or the relations more important with respect to user query, we can provide a significant measure of page relevance by computing the probability that a page is the one of interest to the user (that is, its relevance) by calculating the probability that c2 is linked to c1 and c3 is linked to c1 through the relations in the user’s mind.  Let us compute [image: image17.png]


, which is the probability of finding in a particular page p a relation [image: image18.bmp] between concepts i and j that could be the one of interest to the user According to the probability theory, this can be defined as  [image: image19.png]P(7y.p) = &5/




We call it the relation probability.  Thus,    for    the   first    page,    we  have  [image: image20.png]


and [image: image21.png]


 For the second page, we
have [image: image22.png]
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Based on the considerations  above, we can compute the joint probability [image: image25.png]
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 The dependency on Q is due to the fact that only concepts given in Q are taken into account. Since the events [image: image27.png](Fi2.p)



and [image: image28.png](Fi3.p)



are not correlated, [image: image29.png]


can be rewritten as [image: image30.png]P(Fa,p) - P(F3.p)




Thus, for the specific example being considered, it is 
                             [image: image31.png]PlQ.p)=1/4and P(Q.p;) =0



 
,respectively, for the first and second page. This allows placing the first page before the second one in the ordered result set.       However, to preserve the behavior of common search strategies, a way for assigning a score different than zero to pages in which there exists concepts not related to other concepts will have to be identified.
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In fact, having each concept related to at least another concept in the query is equivalent to considering all the possible spanning forests for page subgraph GQ,p given the query Q. We call [image: image33.png]SFL, .



 the fth page spanning forest computed over GQ,p. We define [image: image34.png]


as the probability that [image: image35.png]SFS



 is the spanning forest of interest to the user. By simplifying the notation and replacing[image: image36.png]T P
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 , the probability for page p can be computed as 
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Where [image: image39.png]


 can be replaced with  [image: image40.png]F




Since the probability for a single page spanning forest to be the one of interest to the user is the same with respect to the remaining ones, if we define [image: image41.png]


 as the number of spanning forests for GQ,p, we have [image: image42.png]


Thus, the expression for P(Q,p) can be rewritten again as 
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and according to the definition of relation probability, 
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 Based on the definition of relevance score provided in order to find a score different than zero allowing each page to be ranked with respect to other pages, we have to relax the condition of having each concept related to each other concept. Since by definition, in a spanning forest, there does not exist any cycles, removing one edge means removing a link between a couple of concepts. That is, edges from all the page spanning forests have to be progressively removed, thus obtaining constrained page spanning forests composed by a decreasing number of edges. We maintain the term “spanning” in order to recall that each constrained page spanning forest originates from a true spanning forest in which for all the connected components of the graph, all the vertices are linked by exactly one edge. However, we introduce the term “constrained” to recall that there exists a constraint on the number of edges of the forest allowing for the existence of not connected vertices in the graph. Based on the number of constrained page spanning forests that can be generated from the page subgraph for a given number of edges, the probability of that page can be calculated as the sum of the probabilities computed for each constrained page spanning forest of a given length divided by the total number of  constrained page spanning forests of that length that can be originated by the page subgraph. 

3.2. Page Relevance Score and Ranking

Let us consider an ontology graph G and a query subgraph GQ. Let us consider a page p and let us derive its page subgraph GQ,p. We now define [image: image45.png]SFy(,



which is the set including all the constrained spanning forests for a given number of edges [image: image46.png]11€l<|Cyl)



Finally, let us define [image: image47.png]


 as the fth spanning forest originated from the page subgraph for the given query Q and page p and a specific number of edges l. When l is equal to the maximum length of a spanning forest of the page subgraph, this correspond to a page spanning
forest. Based on the considerations above, it is possible
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characterized by the same length, we are progressively relaxing the constraint of having all the concepts related in some way to other concepts within the page. As soon as a value different than zero is obtained for [image: image49.png]


 we assume that this corresponds to a “final” relevance score,  where [image: image50.png]


 We call it a constrained page relevance score since its value depends on the value of  l. By iteratively considering all the constrained spanning forests . Thus, [image: image51.png]


 cannot be directly used to compare one page in the result set with the remaining ones. Nevertheless, we can exploit the information on l to create several relevance classes in a straightforward way. In fact, reducing the value of  l, as soon as we find a value different than zero for [image: image52.png]P(Q.p. 1)
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In this way, each relevance class contains pages with a score in the range [image: image54.png]


and pages within the same class are directly comparable, and the (final) result set can be ordered by decreasing values of the page  score
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4. IMPLEMENTATION OF THE RANKING ALGORITHM

4.1. Overall Procedure

We now assemble the various steps illustrated in the previous sections to present the overall ranking methodology. The user starts defining query keywords and concepts. The search engine logic accesses the Web page database, constructs the initial result set including all those pages that contain queried keywords and concepts, and computes the query subgraph. Then, for each page in the result set, the page subgraph is computed. Starting from each subgraph, all page spanning forests (both constrained and unconstrained) are generated and used to compute the page score based on (6). Web pages are associated to relevance classes, and the final (ordered) result set is constructed.

4.2. Spanning Forest Generation Algorithm

According to (6), calculating the relevance score for a single page requires considering all the page forests and, for each forest, computing the constrained page relevance score. This requires finding an efficient way for both enumerating all the page forests for a given query and computing the page probability. 
The computations is  by considering all the page forests of length one and generate all the possible page forests of increasing length by recursively adding a new edge until a page spanning forest is obtained. With respect to the previous approach, this second method shows several advantages. First, by properly selecting the edge to be added in the recursive process, it is possible to implicitly obtain a set of page forests without duplicates. Moreover, the iterative approach allows us to exploit the results achieved in previous steps in order to speed up the time requested for computation. In fact, the probability associated with a particular forest made up of a given number of edges can be obtained by simply taking into account the contribution of the newly added edge. That is, computing the probability of a forest composed by n  edges simply requires multiplying the probability obtained for the page forest with n -1 edges by the relation probability associated to the additional edge.
Thus, an ad hoc algorithm has been designed .  
In fact, it becomes possible to impose an upper bound to the growth of page forests in terms of the number of edges. Since a larger number of edges means a higher accuracy in the estimation of page relevance accompanied  estimation of
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[image: image57.png]Pseudocode of the algorithm for generating all the page spanning
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page relevance accompanied by a larger computational cost, the possibility of introducing a threshold to the widest page forest to be considered could allow us to achieve a trade-off between ranking precision and complexity.

4.3. Re-Ranking:
After sorting results based on the relations in order to provide the most frequently accessed pages from sorted list, the list is again sorted with the number of hits measured at the server. The page which has the highest hits is ranked first and so on. This ranking and re-ranking provides the users,  mostly used pages and prevents the users from viewing the irrelevant pages.

5. Conclusion

The next-generation web architecture represented by the semantic web will provide adequate instruments for improving search strategies. Also enhance the probability of seeing the user query satisfied without requiring tiresome manual refinement. Here we propose the novel ranking strategy that is capable of providing a relevance score for a web page into an annotated result set.
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